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ABSTRACT Accurate and efficient coffee bean grading is crucial for ensuring consistency, quality control, and 
standardization in the coffee industry. However, traditional manual methods are time-consuming, subjective, and costly. 
Deep learning approaches, particularly convolutional neural networks (CNNs), have shown remarkable performance in 
image classification tasks, offering a promising solution for automated coffee bean grading. However, these models 
encounter significant challenges due to the inherent characteristics of coffee beans, including their small size, limited visual 
features, and lack of texture. This study aims to address this challenge by comparatively analyzing various CNN models to 
identify the most effective architecture for automatic coffee bean grading. Specifically, we evaluate the performance of ten 
models: DenseNet, MobileNet, Inception, InceptionResNet, ResNet50, ResNet101, ResNet152, VGG16, VGG19, and 
Xception. Our experimental results demonstrate that DenseNet achieves the highest accuracy of 0.989, followed by 
MobileNet and ResNet152 with 0.982 and 0.980 accuracy, respectively. DenseNet has the highest precision and F1 score 
among all the models, with a precision of 0.996 and an F1 score of 0.992. VGG19 has the lowest accuracy of 0.902 and 
the lowest F1 score of 0.899. Overall, our analysis reveals that DenseNet, MobileNet and ResNet152 outperform other 
models for coffee bean grading accuracy. The findings of this study can contribute to the development of more accurate 
and efficient coffee bean grading systems that can benefit the coffee industry. 
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INTRODUCTION  

Coffee quality (Samoggia et al., 2019) is critical and depends on bean origin, processing, and 

roasting techniques (Amtate & Teferi, 2022; Chollet, 2017; Febriana et al., 2022). Coffee bean grading, 

separating beans based on size, shape, and quality, is essential in determining bean value and final 

coffee taste (Garcia et al., 2019). Traditional manual grading is time-consuming, subjective, and 

costly. Automatic coffee bean grading systems using deep learning techniques, particularly CNNs 

(He et al., 2020), offer increased efficiency and consistency (Garcia et al., 2019; Hsia et al., 2016). 

However, CNN effectiveness in coffee bean grading remains a challenge (Chollet, 2017).  

 

One of the problems which hinder the development CNN models for coffee bean grading is the 

limited availability of large-scale coffee bean datasets. For example, the dataset introduced by 

(Janandi & Cenggoro, 2020) only contains 617 images of four different types of coffee beans. 

Similarly, the datasets developed by (Kamilaris & Prenafeta-Boldú, 2018) and (Krizhevsky et al., 

2012) are also limited in terms of the types of coffee beans they include. Larger datasets can provide 

more representative and diverse samples for training and testing the models, and can also enable 

more sophisticated analyses of the features that affect coffee bean grading. In this study, we 

introduce an image dataset of coffee beans which are necessary to train and evaluate deep learning 

models for grading. This dataset offers a valuable resource for researchers in coffee bean 

classification and analysis. 
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Another major challenge of automatic coffee bean grading is the small size. The small size of 

coffee beans makes it hard to accurately classify them, which affects both traditional and modern 

grading methods. This challenge arises because convolutional neural networks (CNNs), commonly 

used for image classification, struggle to extract meaningful information from small objects with 

limited surface details and textures. Recent studies have explored different CNN architectures for 

this task, including SqueezeNet, InceptionV3, VGG16/19, MobileNet, NasNetMobile, and DenseNet 

achieving accuracy levels above from 87.3% to 97% (Hakim et al., 2020); Janandi & Cenggoro, 2020). 

Therefore, further research investigating more CNN architectures specifically designed for 

recognizing small objects is needed to improve the performance and reliability of automated coffee 

bean grading systems. 

 

In this paper, we aim to develop and compare the performance of various CNN models for 

grading coffee beans using our own dataset. Our contributions are as follows: [1] We present the 

Coffee Bean Dataset, an image dataset containing 5,500 images of coffee beans obtained from a 

coffee farm, comprising various quality levels. We demonstrate the usefulness of the Coffee Bean 

Dataset for coffee bean grading tasks. The dataset can be used for future related research; [2] We 

exhaustively trained and evaluated our coffee bean dataset using transfer learning. We demonstrate 

that among the ten convolutional neural networks used for training, DenseNet, MobileNet and 

ResNet152 are the most effective models for coffee bean grading. This result contributes to the 

literature by demonstrating that exploring different CNN architectures can lead to more accurate 

and efficient coffee bean grading models. Our study could provide valuable insights into the 

potential of transfer learning for this task and could lead to the development of more accurate and 

efficient automatic grading systems for the coffee industry.   

 

 

METHODOLOGY 

 

Dataset Collection 

The images were collected from a coffee farm in Maramag, Bukidnon, Philippines, with two 

quality levels, including good quality and bad quality. The image dataset of coffee beans was 

obtained through a systematic process in which each coffee bean was photographed individually 

using a smartphone camera. The images were taken in a single location with controlled lighting 

conditions during daytime to maintain consistency in the background and lighting. Figure 1 shows 

how a cluster of coffee beans was individually photographed into single images for training dataset.  

                         

Figure 1. Samples of coffee beans manually sorted and labeled for dataset collection  

 

Data Preprocessing and annotation  

We also applied data augmentation techniques such as rescaling, shear range, zoom range, 

horizontal flip, and rotation range to increase the size of the training dataset and reduce overfitting. 

The dataset was annotated with two classes: good quality and bad quality. Each class contains 2,500 

images. The coffee bean dataset was split into three sub-datasets: 3,500 images for training, 1,000 

images for validation, and 1,000 images for testing.  
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Classifier Training and Evaluation 

As shown in Figure 2, the training consists of two main phases: transfer learning and 

classification. In the transfer learning phase, a pre-trained neural network model is imported and 

fine-tuned on the coffee bean dataset. The pre-trained model serves as a starting point and has 

already learned to extract useful features from images, which saves time and computational 

resources. Fine-tuning the final layers of the model on the new data makes it more suitable for the 

coffee bean grading task. Using transfer learning, we trained several CNN models (Howard et al., 

2017; Huang et al., 2017; Simonyan et al., 2015; Szegedy et al., 2017) on our own coffee bean dataset. 

The pre-trained CNN models included DenseNet, Inception, InceptionResNet, MobileNet, 

ResNet50, ResNet101, ResNet152, VGG16, VGG19 and Xception. These network architectures are 

considered as state-of-the-art models for image classification. In the classification phase, the input 

image is fed into the trained model, which extracts features and predicts its class label. The trained 

model is evaluated on a validation dataset to determine its performance, which involves calculating 

various performance metrics such as accuracy, precision, recall, and F1 score. Finally, the model can 

be used to classify new images based on their features, which enables automated coffee beans 

grading.  

 

 

 

 

 

 

 

 

 

 
 

Figure 2. Research framework leveraging transfer learning and classification phase 
 

 

RESULT AND DISCUSSION 

We evaluated the performance of several deep learning models on the Coffee Bean Dataset for 

coffee bean grading tasks. Table 1 shows the performance comparison of various pre-trained CNN 

models on the coffee bean dataset. The results are presented in terms of the accuracy, precision, 

recall, F1 score, inference time and the number of parameters in the model. The results show that 

most of the models performed well, with accuracy ranging from 0.902 to 0.989. 
 

Among the evaluated models, DenseNet achieved the highest accuracy of 0.989, with precision, 

recall, and F1 scores of 0.996, 0.988, and 0.992, respectively. This indicates that DenseNet is the best 

performing CNN model for coffee bean grading tasks, and it was able to correctly classify 98.9% of 

the image samples in the testing dataset. The relatively high precision and recall scores of 0.996 and 

0.988, respectively, indicate that DenseNet was able to accurately classify both the positive and 

negative examples, and that it had relatively low false positive and false negative rates. The high F1 

score of 0.992 also indicates that DenseNet achieved a good balance between precision and recall.  
 

The MobileNet architecture also performed very well, achieving an accuracy score of 0.982, with a 

precision score of 0.988 and a recall score of 0.992. This suggests that the model has a low rate of 

false positives and false negatives, respectively, and its F1 score of 0.990 suggests that it has a high 

level of overall performance. On the other hand, the ResNet architecture, with variations of 

ResNet50, ResNet101, and ResNet152, also performed well, with accuracy scores ranging from 0.970 

http://tost.unise.org/
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to 0.980. However, they have longer inference times compared to other models. The Inception and 

Inception ResNet architectures achieved accuracy scores of 0.961 and 0.962, respectively, with F1 

scores of 0.972 and 0.980. Conversely, the VGG16 and VGG19 architectures had lower accuracy 

scores, with 0.938 and 0.902, respectively, but still achieved high precision and F1 scores. However, 

their recall scores were lower than other models, potentially indicating a higher rate of false 

negatives. Finally, the Xception architecture achieved an accuracy score of 0.970, with a precision 

score of 0.968, recall score of 0.972, and F1 score of 0.970. 
 

Based on the accuracy metric, DenseNet, MobileNet, and ResNet152 are the top three models for 

automated coffee bean grading system with accuracy scores of 0.989, 0.982, and 0.980, respectively. 

These models have the highest accuracy scores among all the models listed in Table 1. As shown in 

the confusion matrix in Figure 3, the top three models have very few misclassified images as evident 

in its false positive and false negative rates. The grading system of DenseNet predicted 249 true 

positives and 247 true negatives while MobileNet predicted 247 true positives and 248 true 

negatives. Finally, Resnet152 correctly classified 247 true positives and 249 true negatives. Hence, 

the low number of misclassifications demonstrates the robustness and reliability of the models in 

distinguishing between good and bad quality coffee beans.  
 

Table 1. Performance comparison of various pretrained models on coffee bean grading task. 

Model 
Performance Metrics 

Precision Recall F1 Accuracy Inference Time 

Densenet 0.996 0.988 0.992 0.989 6.732 

Inception 0.980 0.964 0.972 0.961 4.278 

Inception ResNet 0.984 0.976 0.980 0.962 4.374 

MobileNet 0.988 0.992 0.990 0.982 1.561 

ResNet50 0.996 0.976 0.986 0.972 2.932 

ResNet101 0.976 0.964 0.970 0.970 5.293 

ResNet152 0.988 0.996 0.992 0.980 8.025 

VGG16 0.983 0.900 0.939 0.938 1.025 

VGG19 0.928 0.872 0.899 0.902 1.049 

Xception 0.968 0.972 0.970 0.970 2.664 
 

   
           (a)    (b)    (c) 

Figure 3. Confusion matrix of DenseNet (a), MobileNet (b) and ResNet152 (c) architecture on coffee 

bean dataset 

 

Our results are consistent with previous studies (Unal et al., 2022; Wallelign et al., 2019; Rivalto et 

al., 2020) that have shown that deep learning models, especially CNNs, are effective in coffee bean 

grading. A study by (Unal et al., 2022) found that Lightweight Deep CNN and MobileNet achieved 

the highest classification accuracy and outperformed other models. Relatedly, MobileNet 

demonstrated super performance in classifying roasted coffee beans embedded into android 

smartphones (Najafabadi et al., 2015). Furthermore, DenseNet outperformed other CNN models in 

coffee fruit classification (Vilcamiza et al., 2022). However, the study was focused on different stages 

http://tost.unise.org/
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of ripening. To the best of our knowledge, our study is the first that demonstrates the superiority of 

Densenet for coffee bean grading, indicating its potential for practical applications in the coffee 

industry. It is worth noting that the dataset used in the present study is significantly larger than the 

datasets used in the recent studies of (Vilcamiza et al., 2022; Wallelign et al., 2019), which only used 

600 images and 1266 images, respectively.  

 

Overall, the results of the present study support the potential of CNN models for accurate coffee 

bean grading, and suggest that using larger datasets and evaluating multiple models can improve 

classification accuracy. However, it is important to note that the results of this study are based on a 

single dataset, and may not generalize to other datasets. More research is needed to further explore 

the optimal models and datasets for coffee bean classification in different contexts to improve the 

inference speed. Moving forward, the next step in our research is to integrate the model into an 

embedded system using low-cost hardware materials such as Raspberry Pi that can be used in real-

world settings.  
 

 

CONCLUSION 

In this paper, we developed and evaluated the performance of various CNN models for coffee 

bean grading tasks using the Coffee Bean Dataset, an image dataset containing 5,500 images of 

coffee beans obtained from a coffee farm, comprising various quality levels. We demonstrated the 

utility of the dataset for coffee bean classification and analysis using deep learning models. Our 

results demonstrate that transfer learning with DenseNet, MobileNet, and ResNet152 models are 

outperform other models for coffee bean grading tasks, with DenseNet achieving the highest 

accuracy of 0.989. Future work in this field should focus on expanding the Coffee Bean Dataset to 

include more diverse coffee beans from different regions, processing techniques, and roasting levels. 

This would enable the development of more robust and generalizable models that can handle 

variations in coffee bean characteristics. Finally, the developed models could be integrated into a 

real-world coffee bean grading system, and their effectiveness and efficiency could be evaluated in 

practical applications. 
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